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Sentence Representation Using Lstm for Finding Question 
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Abstract: Learning sentence representation with semantic fulls of document is a challenge in natural language processing 

problems because if the semantic representation finding vector of the sentence is good, it will increase the performance of similar 

question problems. In this paper, we propose to implement a series of LSTM models with different ways of extracting sentence 

representations and apply them to question retrieval for the purpose of exploiting hidden semantics of sentences. T hese methods give 

sentence representation from hidden layers of the LSTM model. The results show that the technique using a combination of both 

Maxpooling and Meanpooling gives the highest results on the 2017 semeval dataset for the problem of finding similarity questions. 
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INTRODUCTION 
Finding similar questions in community Q&A 

(cQA) systems is one of the intractable problems 

in Natural Language Processing and has attracted 

much attention from researchers and industry 

recently. There are many web forums such as 

Stack Overflow (https://stackoverflow.com/) and 

Qatar Living (https://www.qatarliving.com/forum), 

which are becoming popular and versatile to 

provide information to users (Zhou, G. et al.,   

2013). Users can post questions and potentially 

receive many answers from others. In order for 

users to automatically receive answers from 

existing answers in existing questions, the problem 

of finding similar questions is posed. This is why it 

is necessary to build a tool that automatically finds 

questions related to the query. 
 

The problem of finding related questions is defined 

as follows: Given a new question q and a set of 

existing questions in the data warehouse {q 1 , q 2 , 

…, q n }, the output requires a response. about a list 

of questions similar to q such that the most 

relevant questions come before the less relevant 

questions. 
 

Previous studies (Zhou, G. et al.,   2015) have 

shown that the biggest challenge of this problem is 

the vocabulary gap. That means the usage of the 

words and phrases of the first question is different 

from the words and phrases of the second question 

even though the two sentences have the same 

meaning. Below is an example of two questions 

that are considered similar despite the different 

wording taken from the semeval 2017 dataset(Cai, 

L. et al.,   2011; Wu, W. et al.,   2018). 
 

Question 1: where can I buy good oil for massage? 

Question 2: Hi there, I can see a lot of massage 

centers here, but I dont which one is better. Can 

someone help me which massage center is 

good…and how much will it cost me? Tks. 
 

These two questions have the same meaning but 

have different interpretations. In question number 

2, there is also a lot of content that explains the 

question and has a spoken tone, containing many 

abbreviations. A key challenge of this task lies in 

the complex and flexible semantic relationships 

observed between the question and the passage 

question. In the example above, question 1 has 

only 11 words, while question 2 uses 39 words to 

explain. On the other hand, question number 2 

contains a group of words that includes 

information that is not directly related to the 

question. Additionally, while a good answer 

should be related to the question, they often do not 

share common lexical units. This problem can 

confuse simple word association systems. 

Therefore, these challenges make handcrafted 

features much less desirable than deep learning 

approaches. Furthermore, they also require our 

system to learn to distinguish useful parts from 

irrelevant parts and, furthermore, to focus more on 

the former. 
 

This problem is often approached as a pairwise 

ranking problem; the best strategy for capturing 

question-to-question associations remains a matter 

of research. Established approaches often suffer 

from the following weaknesses: First, previous 

work, such as (Gheibi, O. et al.,   2021; Moravvej, 

S. V. et al.,   2021) uses convolutional neural 

networks (CNN) or recurrent neural networks ( 

RNN) respectively. However, CNN emphasizes 

local interactions in n-grams, while RNN is 

designed to capture long-range information and 

forget unimportant local information via the last 

layer hidden vector. 
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In this paper, we propose a series of learning 

models to address the above weaknesses. We start 

with a basic LSTM model that uses hidden vectors 

at the last layer to provide a sentence 

representation. Then we synthesize sentence 

representations using Max pooling and Mean 

pooling strategies to synthesize sentence 

representations across hidden layers in the LSTM 

network, and finally we evaluate the model when 

combining both Max features. and Mean pooling. 
 

In the next part of the article we present: (2) 

Related works; (3) Proposed models; (4) Results 

and discussion; (5. Conclusion. 
 

RESEARCH METHODS 
In recent years, many related studies have been 

proposed to solve the problem of finding similar 

questions and achieved many positive results. As 

follows: 
 

Previous work on question finding problems often 

used technical features, linguistic tools, and 

external knowledge. For example, semantic 

features are built based on Wordnet (Dhandapani, 

A., & Vadivel, V. 2021). This model pairs 

semantically related words based on the semantic 

relationships of words. 
 

In the Semeval 2017 conference, the top model in 

the competition on the Semeval data set uses very 

complex technical features (Robertson, S. E., et 

al.,   1995) such as exploring kernel functions or 

extracting tree kernel features from analyzing 

trees. syntax. Another study exploited different 

similarity features such as cosine measure, 

Euclidean measure of lexical distance, syntax and 

semantics (Gheibi, O. et al.,   2021) to represent 

sentences learned from SVM model. 
 

Studies on the problem of finding answers (Jiang, 

Z. et al.,   2021; Chauhan, U., & Shah, A. 2021; 

Nakov, P. et al.,   2019; Filice, S. et al.,   2017) in 

the CQA system have yielded good results using 

neural networks without having to use manually 

extracted features. These models learn sentence 

representations, then perform question-to-question 

and question-to-answer similarity measurements 

(Chauhan, U., & Shah, A. 2021). 
 

In this paper, we propose a series of learning 

models to address the above weaknesses. We start 

with a basic LSTM model that uses hidden vectors 

at the last layer to provide a sentence 

representation. Then we synthesize sentence 

representations using Max pooling and Mean 

pooling strategies to synthesize sentence 

representations across hidden layers in the LSTM 

network, and finally we evaluate the model when 

combining both Max features. and Mean pooling. 
 

Proposed Models 
LSTM original model 

We first briefly present the LSTM model [13]. 

LSTM is a special type of neural network RNN 

based on sequence data. LSTM uses several gate 

vectors at each position to control the transfer of 

information along the sequence and thus improve 

modeling of long-range dependencies. While there 

are different variations of LSTM. We use X = (x 1 , 

x 2 ,..., X N ) to represent an input sequence, where 

x k ∈ R 
L 

(1 ≤ k ≤ N). These vectors are used 

together to create a d-dimensional hidden state hk as 

follows[11]: 
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In which: i, f, o are input gates, forget gates and 

output gates respectively, matrices W , V and b are 

matrices learned from the model. 
 

Sentence representation methods 

Figure 1 describes how to get a sentence 

representation using the last hidden layer in the 

problem of finding similar questions. 
 

 
Figure 1. LSTM model uses hidden vectors at the 

last layer to represent sentences. 
 

Figure 2 describes the method to get sentence 

representation using max pooling operation of 

hidden layers. Max pooling means taking the 

maximum value of each component in the hidden 

layers. 
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Figure 2 . The LSTM model uses the max pooling 

operation to get a sentence representation. 
 

Figure 3 below describes the method of getting 

sentence representation using Mean pooling 

operation of hidden layers. Mean pooling is 

calculating the average value of each component in 

hidden layers. 
 

 
Figure 3: The LSTM model uses the MEAN 

pooling operation to obtain sentence 

representation. 
 

Finally, we use both MEAN and Max retrieval 

techniques combined to make sentence 

predictions.

The loss function is the cross entropy function: 
 

        
 

 
∑(     ̂  (   )    (   ̂))  

 

  
‖ ‖ 

 
(2) 

 

In which, S is the number of question pairs in the 

training set, γ is the model's tuning parameter, W 

is the model's set of weight matrices. 
 

RESULTS AND DISCUSSION 
Data set 

We use the Semeval 2017 dataset to evaluate the 

proposed models. This dataset (Nakov, P. et al., 

2019) is taken from the Qatar living forum. This is 

a forum to discuss all issues for foreigners living in 

Qatar. The data set is labeled and divided into 3 

sets: training set, development set and test set. 

Table 1 lists the number of question pairs in the 

data set. 

 

Table 1. Statistical table of question pairs in the Semeval 2017 data set(Nakov, P. et al.,  2019) 

 Semeval 2017 

Training session 3170 

Practice development 700 

Test set 880 
 

We use MAP and MRR[9] metrics to evaluate the effectiveness of the proposed model. 
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Model Parameters 

We use the representation from the 300-

dimensional Glove fed into the model in the input 

layer. OOV words that are not in the dictionary are 

randomly initialized. The number of hidden layer 

dimensions in the LSTM model is set to 400 

dimensions. The Adam optimization algorithm is 

used with the learning rate set to 0.0001, parameter 

γ selected to 0.0001, batch-size to 64, drop-out to 

30%. The model is implemented on tensorflow and 

run on google colab . We evaluate the performance 

of the model on the dev set and select the best 

selected parameters on the dev set and then set the 

test parameters on the test set. 
 

Result 

Table 2 shows the test results on the models: 
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Table 2. Results of the proposed model 

Model MAP 

LSTM uses the last hidden layer 40.03 

LSTM-max pooling 40,50 

LSTM-Mean pooling 40.51 

LSTM-Mean+Max pooling 41.07 
 

Looking at the results in table 2, we see that when 

using the Max and Mean pooling technique, the 

Map measure increases from 40% to 40.5% . This 

proves that, when the sentence representation 

vector is synthesized from hidden layers, it is 

capable of exploiting more semantic information 

of the sentence than using the last hidden layer. 

Furthermore, when synthesizing sentence 

representations combining both Mean and max 

pooling, the MAP result increases to 41.07%. 

Thus, when connecting the two vectors Mean and 

Max, pooling makes it better to contain sentence 

synthesis information. Therefore, the model's 

prediction results are better. 
 

CONCLUSION 
In this article, we have proposed to use the LSTM 

model with different sentence representation 

synthesis techniques for the problem of finding 

similar questions. Through experiments, we see 

that using both Mean and Max pooling strategies 

also affects the results of predicting pairs of 

similar questions. In the future, we will conduct 

experiments on biLSTM and CNN models and 

combine the models as well as use attention 

mechanisms on this problem. 
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